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Abstract—The Sri Lankan garment industry has been 

garnering attention by bringing the country a huge 

income over the past years. The role of well-

functioning machinery is a crucial factor in producing 

flawless products in this industry. Hence it is a must 

for machinery equipment to work regularly thereby 

providing the engineering crew a minimum hassle. 

Therefore this research paper presents a predictive 

maintenance (PdM) based methodology designed with 

the aid of a type of deep learning model, a Gated 

Recurrent Unit Neural Network (GRU) to predict a 

machinery breakdown due to component failures. 

Machinery data were used to create data models which 

gave the component malfunctioning as a multiclass 

classification output. While researching, to handle the 

class imbalance problem, Synthetic Minority 

Oversampling Technique (SMOTE) mechanism was 

also used to obtain a balanced data distribution. 

Various combinations of basic deep learning models 

and models based on Recurrent Neural networks 

(RNN), GRU, and Long Short-Term Memory networks 

(LSTM) were used to train the data models, where the 

GRU-SMOTE model outperformed the other models 

that had an accuracy of 98.77% along with fine scores 

for macro average precision, macro average recall, 

and macro average f1-score. These early hand 

predictions can be therefore utilized to face sudden 

machinery failures that will allow the mechanical 

crews to plan and schedule maintenance work 

efficiently preventing the expenditure of unnecessary 

time and resource wastages. 

 

Keywords— deep learning, multi class classification, 

predictive maintenance, gated recurrent unit 

networks 

I. INTRODUCTION 

The modern world has been adopting artificial 

intelligence (AI) and machine learning (ML) 

technology based approaches deeply almost in every 

field due to the vast advantages found in the usage 

(Wuest et al., 2016). The apparel industry also has 

been driven toward the usage of these polished 

methods. The Sri Lankan apparel industry which has 

been operating since the 1980s has provided so many 

advantages to the country’s income and as well as 

given the Sri Lankan community with so many 

employments (Dheerasinghe, 2009). With the surge of 

popularity in the production of garments, this industry 

also has faced various threats that could hinder 

garment production which has made the use of AI-

based methods to be utilized as solutions. 

 

The good performance of machinery and pieces of 

equipment in garment production is a crucial factor 

that has to be considered during the manufacturing 

process. Even the malfunctioning of a single 

machinery could cause the whole process to break 

down causing a vast profit loss to the garment factory. 

The common methods to handle such unexpected 

mishaps during most field operations were using 

remedies such as Run-to-Failure (R2F) which is the 

simplest method to handle the issue by treating at the 

occurrence time and Preventive Maintenance (PvM) 

another methodology that is used to schedule 

maintenance measures beforehand that is better than 

the previous method (Guduru et al., 2018). However, 

both these methods have been identified to be very 

costly in terms of resource and time wastage that 

specially made the researchers explore alternative 

approaches (Susto et al., 2015). 

 

Predictive Maintenance (PdM) is one such approach 

that is currently being preferred widely due to the 

ability to provide advanced detection of pending 

failures and enable timely pre-failure interventions of 

future predictions (Susto et al., 2015). This technique 

is considered better than other methodologies that are 

Run towards Failure (R2F), and Preventive 

Maintenance (PvM) due to the resources and time cost 

saving ability (Susto et al., 2015). The usage of PdM 

has hence provided the end users with past behavioral 

records to study the history of the assets and thereby 

allowing prediction of happenings based on the data. 

The above mentioned PvM and PdM methodologies 

are built using the basis of ML techniques as described 

in (Guduru et al., 2018)  and (Susto et al., 2015). 

Evolving from the traditional approaches such as the 

R2F method, the manufacturing world now has arrived 

at using advanced technologies that use machine 
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learning and artificial intelligence due to possessing 

abilities like being able to handle high dimensional and 

large datasets, and analyze patterns using data (Wuest 

et al., 2016). Noting the ability of ML, to learn and 

adapt to changing environments using data records, the 

authors of the paper (Wuest et al., 2016) have 

described various ML algorithms and methods used by 

researchers in the manufacturing area to provide 

solutions. This paperwork has hence summarized the 

importance and application of machine learning 

techniques in the area of manufacturing. 

 

II. LITERATURE REVIEW 

The authors (Guduru et al., 2018) discussed the usage 

of PvM with the usage of genetic algorithms in 

implementing the technology to assist in the operation 

of sewing machines used in garment industries. The 

introduced implementation has been conducted using 

dynamic programming where mathematical equations 

have been derived related to machinery breakdown 

costs. Even though it has been proven that PvM has 

reduced the costs in this use case, the work presented 

by the authors in (Wuest et al., 2016) has explained 

how PdM has become a better technology than PvM 

showing the importance of the former practice. 

 

The research work presented by (Susto et al., 2015) 

contains a detailed description of the importance of the 

PdM methodology over other techniques that are used 

to tend to machinery related failures. The authors have 

introduced a novel idea called the ‘Multiple Classifier’ 

(MC) PdM methodology while justifying the reasons 

for using PdM in their work. This research work has 

emphasized the importance of PdM thoroughly. 

 

In order to forecast potential failures and quality flaws, 

A. Kanawaday and A. Sane (Kanawaday and Sane, 

2017) investigated the use of AutoRegressive 

Integrated Moving Average (ARIMA) forecasting on 

time series data collected from various sensors from a 

slitting machine that will enhance the overall 

manufacturing process. The primary goal has been to 

provide industrial machines with prognostics in order 

to boost productivity and prevent quality failures. 

 

A. Wahid, J.G. Breslin, and M.A. Intizar (Wahid, 

Breslin and Intizar, 2022) have used Convolutional 

Neural Networks (CNN) and Long Short Term 

Memory (LSTM) with skip connection as a hybrid 

model (CNN-LSTM) combined in the method for 

multivariate time-series forecasting for predictive 

maintenance (PdM). To predict machine failures, the 

authors tested the CNN, LSTM, and CNN-LSTM 

forecasting models one at a time on the same data that 

was also used in this research, producing a model  

accuracy of 96.8% for the best model which was the 

CNN-LSTM model, while using oversampling 

methods to handle the data imbalance issue.  

 

However, very less amount of studies has been done 

that use RNN-based technologies to predict machine 

failures. Our research, therefore, has been conducted 

by testing models between basic deep learning models, 

RNN models, GRU models, and LSTM models. As the 

RNN based models, have capacities to handle 

sequential data, capture long-term dependencies, 

handle variable-length sequences, and extract 

meaningful features, these model types are well suited 

for predictive maintenance tasks. 

 

In this paper therefore, a deep learning procedure has 

been followed to predict machinery failures ahead of 

time. Deep learning (DL) is an advanced version of the 

machine learning area (Serradilla et al., 2022). Hence, 

a type of recurrent neural network (RNN), a Gated 

Recurrent Unit Neural Network (GRU) has been used 

to predict the machinery malfunctioning. The GRU 

networks also have become popular in recent years due 

to their ability to memorize past data through lengthy 

windows thereby overcoming this shortcoming set by 

traditional feature engineering techniques (Dey and 

Salem, 2017). It is expected that these early warnings 

will allow the mechanical crew to tend to problems 

efficiently and as well as the records that are used to 

train this problem would help in planning operations 

also. 

 

This paper is organized such that section III discusses 

the methodology with the experimental design, section 

IV outlines the results while section V covers the 

results and the section VI provides this study’s 

conclusion.  

 

III. METHODOLOGY AND EXPERIMENTAL DESIGN  

A. Data Acquisition 

The dataset found in the repository (Patel, 2018) was 

used in this research work that had 876100 records 

which is also a renown Microsoft case study. The 

dataset contains details of hundred similar machines 

that constitute machinery details, machinery 

component failures, maintenance records, nonbreaking 

errors thrown by them, and machinery telemetry data 

recorded every hour per day. Figure 1 depicts the 

details of the complete dataset with the respective data 

types. 
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Figure 1. Dataset details 

According to Figure 1, 

1. Volt, pressure, rotate, and vibration are 
machinery readings that were reported under telemetry 
data. 

 2. The errors count depicts the non severe errors 
count thrown by the machines that has five error types, 
error 1, error 2, error 3, error 4, and error 5.  

3. The replaced component has been used to make 
note of component maintenance. In total, this dataset 
has four component types, namely component 1, 
component 2, component 3, and component 4.  

4. The failed component provides component 
failures that was also considered to be the target column 
during the model training. 

5.  Columns of machine id, model, and age provide 
the details of each machine. 

All the readings of telemetry data, errors count data, 
component maintenance, and component failures have 
been recorded with the reported date and time. With the 
availability of records, the problem was trained as a 
supervised machine learning problem that uses 
historical data to observe the machinery's behavior to 
predict component failures. The overall steps that were 
carried out in the study have been depicted in Figure 2 
with a diagram. 

 

Figure 2. The overall workflow of the conducted research 

 

Therefore as the first step, exploratory data analysis 

was held to understand the distribution of the dataset 

with the usage of Python libraries. Since the original 

dataset was clear of null and noisy values no records 

were removed during the preprocessing stage. 

B. Preparation of Data for Training Purposes 

1)  Maintenance Dataset 

To begin with integrating the datasets, first using the 

maintenance dataset, the machinery component 

replacement frequencies were calculated in an ad-hoc 

engineering method which is a very common 

application in predictive maintenance use cases (Patel, 

2018). Hence the frequency of the component 

replacements was calculated which gave the output of 

how many times a component was replaced during 

maintenance. 

2)  Telemetry  Dataset 

Using telemetry data with the time stamps, lag features 

were derived. Lag features are values from past time 

steps that can be useful since they are created under the 

presumption that the past can affect or might contain 

intrinsic knowledge about the future. Therefore from 

telemetry data, lag features such as rolling mean and 

standard deviation were calculated for voltage, 

pressure, vibration, and rotation readings considering 

every 6 hours in a lag window of 6 hours. To observe 

a long term time effect, a lag window of 24 hours was 

also used which gave insights related to the 

machinery's health. Hence from the telemetry data, the 

rolling mean and rolling standard deviation hours were 

calculated. It should be noted that while calculating 

statistics related to the machinery health, this research 

considered statistics per every 6 hours during lag 

windows of 6 hours and 24 hours after testing for other 

hour combinations. Therefore, these time values can be 

changed, and as well as other measures such as 

maximum, and minimum values can be used to 

describe machinery health accordingly. 

3)  Errors Dataset 

In a similar method to calculating the lag features of 

telemetry data, the frequency of errors that were been 

thrown also was calculated considering lag features 

due to the presence of timestamps in data. However as 

error ids were present in the data which is a categorical 

variable, error data were not averaged over time. 

Alternatively, error counts thrown per each error id 

during a lagging window were derived. Following 

steps 1 and 2, the data at this point was comprised of 

component replacement frequencies, frequency of 

thrown errors, and telemetry related calculated data. 

4)  Integrating with Failures and Machinery Data 

Finally, the failures related data and machinery data 

were merged into the prepared dataframe following 

steps 1, 2, and 3 that finished the data integration task. 

The dataframe at this step had all five datasets 

integrated together. 

5)  Final Dataframe Preparation 

The categorical variables such as the model type, 

replaced component type, and failed component type 

of the final dataframe were then converted to 

numerical values using dummy variables. Null values 

were removed to obtain an error-free dataframe for the 
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model training purpose in the final dataframe. Finally, 

the components failures were prepared as the target 

column. 

 

C. Usage of Multi-class Classification and 

Model Training using Deep Learning 

Techniques 

To train this problem, instead of the traditional train 

and test data splitting, a time window approach was 

followed to split data. Therefore, after testing with 

several time windows, data till the month of August 

were used in the training dataset while the rest of the 

data from August onwards were used for the testing 

dataset since this combination gave optimal results 

during the training phase. This also prevented from 

data being shuffled while preserving the timely order. 

After performing all the required data transformations, 

the data were trained using several deep learning 

models. Deep learning is an advanced machine 

learning technique that is comprised of a neural 

network having several layers that uses Graphics 

Processing Units (GPUs) to work efficiently 

(Serradilla et al., 2022). Since the outcome was to 

predict a certain component failure or a non-failure out 

of the four components, using multi-class 

classification concepts categorical_crossentropy was 

used as the loss function while various optimizers were 

tested for selection while training the model. The 

Keras library was used to perform the model training 

and predictions (Chollet et al., 2015). The data model 

was trained by testing using various combinations of 

neural network architectures while fine-tuning the 

respective model. 

 

D. Training the Models with Synthetic Minority 

Oversampling (SMOTE) Technique 

After observing the target column class counts, it was 

understood that due to the high availability of records 

in one target class, the outcome faced a severe class 

imbalance. This class imbalance can make the 

predictions favour the biased class that might overlook 

other important failure predictions. Therefore, even 

though the model results had comparatively optimal 

values that are discussed thoroughly in section IV, 

considering the imbalance of the classes the Synthetic 

Minority Oversampling Technique (SMOTE) was 

used to oversample when training the model to avoid 

predictions being biased on a single class. SMOTE 

mechanism that was introduced by researchers 

(Chawla et al., 2002) is very popular when it comes to 

addressing imbalanced data problems. 

E. Training Data using Deep Learning Models 

The following listed deep learning model architectures 

were used to train the data in this research. All the 

models were trained for 50 epochs having a batch size 

of 256 with the Adam optimizer since the best results 

were produced with the use of these parameters. To 

select the best model architecture to gain proper 

results, various model combinations were tested 

rigorously. Therefore the model architectures were 

tested by including various combinations of neural 

layers, dropout, and batchnormalization layers. The 

batch normalization technique uses a transformation to 

keep the output mean and standard deviation close to 

0 and 1, respectively thereby normalizing the input 

(Chollet et al., 2015). Dropout makes neurons to be 

dropped out from the model thereby preventing model 

overfitting (Chollet et al., 2015). 

1)  Basic Deep Learning Model 

A simple basic neural network was first used to train 

the data model. 

2)  Basic Deep Learning Model Trained with SMOTE 

Since there was class imbalance present in the original 

data, in this instance the SMOTE technique was used 

to balance the data and trained with the above same 

basic deep learning model. The rest of the trained 

models, therefore, used the SMOTE mechanism 

during the model training phases. 

3)  RNN Model Trained with SMOTE 

An extension of a traditional feedforward neural 

network that can handle a variable-length sequence 

input is a recurrent neural network (RNN) (Chung et 

al, 2014). The RNN manages the variable-length 

sequence by utilizing a recurrent hidden state, the 

activation of which is dependent upon the previous 

activation at each subsequent iteration. For modelling 

sequence data, such as time series or natural language, 

RNNs are a class of effective neural networks (Chollet 

et al., 2015). An RNN model was therefore trained 

with SMOTE as the next step of the training stage. 

4)  GRU Model Trained with SMOTE 

(Chung et al, 2014) proposed a Gated Recurrent Unit 

(GRU) to enable each recurrent unit to adaptively 

capture dependencies of various time scales. The GRU 

model has gating units that modulate the flow of 

information inside the unit similar to the LSTM unit, 

but without having separate memory cells. The GRU 

network uses a more straightforward structure than 

LSTMs and is simpler to train (Chung et al., 2014).  

Instead of using an input, it uses the update gate and 

reset gate. The next model was therefore comprised of 

a combination of the GRU model applied with 

SMOTE. 

5)  LSTM Model Trained with SMOTE 

Hochreiter and Schmidhuber created the Long Short-

Term Memory Networks (LSTM) to address the issue 

with conventional RNNs and machine learning 

algorithms (Chung et al, 2014). It is a specific variety 

of recurrent neural networks that can address the 

vanishing gradient issue that RNNs encounter. 

Compared to GRU, the LSTM has more gates and 

parameters, which increases its flexibility and 

expressiveness but also increases its computational 

complexity. This was well proved when the model 
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blended with LSTM with SMOTE mechanism took 

much time to train compared to the rest of the models.  

F. Metrics Used for Model Evaluation 

The metrics of macro average precision, macro 

average recall, and macro average f1-score also were 

used to compare the model performances. Due to the 

multi class behavior, the macro metrics were 

considered for evaluation purposes (Pedregosa et al., 

2011).  

To recognize a model with a good fit not only the 

metrics discussed above but the model loss values also 

should be considered (Brownlee, 2019). Therefore to 

assess the performances of the trained models, training 

and validation loss learning curves were also inspected 

using plots. Loss values can be derived using the 

learning curves that are calculated using the model's 

optimization metric (Brownlee, 2019). These loss 

curves are very useful when it comes to identifying 

overfitting in models. 

IV. RESULTS  

The resulting model summary of the basic deep 

learning model is shown in Figure 3. The rest of the 

models used the same architecture but with changes 

being made on the first layer as required for each case 

of RNN, GRU, and LSTM. Hence, the first layer of the 

deep learning model was replaced with RNN, GRU, 

and LSTM layers in the respective model while the rest 

of the model layers stood as the same. However, the 

model architecture of the best chosen model, which 

was the GRU-SMOTE that will be discussed 

thoroughly in section IV is displayed in Figure 4. 

The accuracies recorded by each model architecture 

are depicted in Figure 5. To examine model 

overfitting, loss curves that were generated are shown 

in Figures 6-10, per each model. The metrics of macro 

average precision, macro average recall, and macro 

average f1-score were also examined for each and 

every model and recorded in Table 1 to select the best 

model. 

 
Figure 3. Model summary of the trained basic DL model 

 
Figure 4.  The model architecture used for the GRU-SMOTE 

model 

 
Figure 5.  Accuracies recorded by each of the trained 

models. 

 

 

 
Figure 6.  Loss graph for the model trained with a basic 

neural network 

 

 
Figure 7.  Loss graph for the model trained with SMOTE 

mechanism on the basic neural network 
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Figure 8.  Loss graph for the model trained with SMOTE 

mechanism and GRU network 

 
Figure 9.  Loss graph for the model trained with SMOTE 

mechanism and RNN network 

 

 
Figure 10.  Loss graph for the model trained with SMOTE 

mechanism and LSTM network 

 

Table 1.  Evaluation metrics for trained models 

Model 

Macro 

Average 

Precision 

Macro 

Averag

e Recall 

Macro 

Average 

F1-score 

Basic deep learning 

model 

 

0.93 

 

0.69 

 

0.79 

SMOTE based basic 

deep learning model 

 

0.70 

 

0.73 

 

0.72 

RNN-SMOTE model 
 

0.89 

 

0.71 

 

0.78 

GRU-SMOTE model 
 

0.91 

 

0.70 

 

0.78 

LSTM-SMOTE model 
 

0.92 

 

0.70 

 

0.79 

 

V. DISCUSSION 

According to Figure 5, it can be understood that all the 

trained models have been recorded with accuracies 

around the same range indicating all models have 

trained well. The models have high accuracies ranging 

from 97.1% to 98.77%. This indicates that the models 

are able to classify machinery failures with a high 

degree of accuracy. However, the model of GRU-

SMOTE has achieved the highest accuracy of 98.7%. 

When considering loss curves, the loss curve of the 

basic neural network trained with SMOTE given in 

Figure 7 indicates a clear case of overfitting due to the 

gap observed between the training and validation 

curves. It should be also noted that the LSTM-SMOTE 

model’s loss curve illustrated in Figure 10 might also 

portray a slight amount of overfitting as during the 

ending phase of the training, the curves have started 

diverging. The loss curve of the RNN-SMOTE model 

in Figure 9 also has recorded a spike while ending the 

epochs training but has retained the original state at the 

end. 

Hence, according to Figure 6, Figure 8, and Figure 9, 

the basic deep learning model, GRU-SMOTE model, 

and RNN-SMOTE model suggest a better control over 

overfitting because their respective loss graphs show a 

closer alignment between the training and validation 

losses. Although the loss curve of the basic deep 

learning model as given in Figure 6 has pointed out 

less overfitting, the model has no ability to handle the 

data imbalance issue present in the data which made 

the model be eliminated when choosing the finest 

model.  

Therefore, only the models of RNN-SMOTE, and 

GRU-SMOTE, are the remaining contenders for the 

best model. Out of the remaining models of RNN-

SMOTE and GRU-SMOTE, it can be seen that the 

GRU-SMOTE model has recorded slightly better 

scores for precision, recall, and f1-score than RNN-

SMOTE model according to Table 1 while having the 

highest model accuracy according to Figure 5.  

Therefore the GRU-SMOTE model is the strong 

contender as the best model for this multi-class 

classification task as a result of these factors taken 

together.  Table 2 summarizes all the five models with 

their capabilities highlighting the GRU-SMOTE 

model to be the finest. 

Table 2.  Characteristics of the models 

Model 

Scores of, 

Accuracy 

Precision 

Recall 

F1-score 

Handles 

Data 

Imbalance 

Overfitting 

Present in 

the Model 

The basic deep 

learning model 
Optimal  No No 

SMOTE based 

basic deep 

learning model 

Not optimal Yes Yes 

RNN-SMOTE 

model 
Optimal  Yes  No 

GRU-SMOTE 

model 

Optimal and 

has the best 

values 

Yes  No 

LSTM-SMOTE 

model 
Optimal  Yes  

Slight 

overfitting 

present 
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To further investigate model overfitting, cross-

validation was performed on splits of data using the 

GRU-SMOTE model which produced a mean 

accuracy of 98%. The successful implementation of 

the chosen GRU-SMOTE model opens up possibilities 

for proactive maintenance strategies, enabling timely 

interventions and reducing costly breakdowns. 

VI. CONCLUSION 

In conclusion, this research work explores the fusion 

of predictive maintenance and deep learning models to 

address machinery maintenance challenges. By 

leveraging multi-class classification models, 

specifically Gated Recurrent Neural Networks, and 

techniques like SMOTE for data imbalance, accurate 

predictions of potential machinery failures were 

achieved. During the research not only standard 

metrics but also model loss curves were also inspected 

to choose the best model considering overfitting 

aspects. Using alternative techniques for handling data 

imbalance, such as cost-sensitive learning or different 

oversampling methods can also improve the accuracy 

and applicability of the predictive maintenance system 

considering future work. In conclusion, the application 

of multi-class classification models for predictive 

maintenance offers significant potential in improving 

maintenance practices and minimizing downtime. The 

chosen GRU based SMOTE model demonstrates its 

effectiveness in foreseeing equipment failures, 

allowing for prompt interventions. Furthermore, 

studies could concentrate on investigating cutting-

edge architectures and incorporating extra data sources 

to improve the models' predictive abilities further. 
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