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ABSTRACT In today’s competitive market, understanding its customers is a key to the success of any business. The market contains 
various customer subgroups that can be distinguished based on purchasing habits, time spent, product selection, and travel path. To identify the pattern 
hidden inside these subgroups, is needed to use real data as it reflects the ordinary behaviour of the c ustomers. Analysis of the travel path data that 
customers make inside the shopping mall enables retailers to understand and predict customer behaviour, which has become a critical point in effective 
decision making for increasing sales with more customer comfort. Introducing the right discount for the right products acts as an important mediating 
factor in the customer relationship. Traditional methods of determining the discount and layout have dealt only with customer transactions, which have 
missed other important characteristics of customers’ purchasing behaviour. This paper addresses the problem of sales increase based on personalized 
discount schemas and improved store layout using customers’ shopping travel paths. It uses the Frequent Pattern Growth (FP Growth) algorithm to 
improve the sales and the RFM (Recency, Frequency, and Monitory value) analysis to identify the customer segments based on the dataset of 
Instacart from the Kaggle website. An FP growth algorithm has been used to identify the frequent locations and frequent products of a customer’s 
purchases. An improved version of the supermarket layout has been suggested based on the frequent travel paths of customers. The findings of this 
approach can be used by retailers to improve the in-store shopping experience of customers.

INDEX TERMS: personalized discount, shopping path, travel path, supermarket layout

I INTRODUCTION

Shopping is one of the main investments of energy that
people make for their benefits. As technology gets updated
with new trends, retailers try to make their customers’
shopping experiences more and more interesting and
easy. In order to identify and understand the different
needs of customers, customer segmentation techniques,
which are commonly based on purchase behaviour, time
spent on purchase, and purchase history, have been used.
The findings have allowed to provide better services and
preferable products to customers. These segmentation
techniques allow to create profitable segments based on
competitive advantages [8]. But identifying the segments
based on suitable measures and determining the right
marketing campaigns are challenging tasks for markets.

The term ”competition” in retail refers to the rivalry
among retailers who are keen to retain their customers
and attract new ones. The most common and well-known
method of improving sales and revenue for retailers
with customer satisfaction is by providing discounts to
customers. Discounts are typically assigned to items
that are not frequently purchased by many customers,
regardless of whether they are interested in them. Enabling
a discount alone for non-frequent items and keeping them
in the original location of the layout do not affect the

improvement of the sales of that item. Product placement
and layout also play a major role in improving sales in
supermarkets because a typical customer decides their next
return to the store based on their experience and impression
of the current layout of the store. From the perspective
of the retailer, the effectiveness of the layout of the store
determines the level of the customer’s exposure to the
goods and affects the chance of the item being bought.
The layout design has a direct impact on the travel paths
of customers who are searching for their needs inside the
supermarket. Therefore, the customer travel paths can be
used as a measure to identify the customer’s behaviour
when buying products, which opens up a new way of
increasing sales by analyzing the related data.

This paper proposes a novel approach to improve the
sales of the supermarket based on the customer’s travel
path. A dynamic discount will be calculated for each
customer based on their travel path, and a personalized
supermarket layout will be suggested by placing the non-
frequent sale items in frequent customer travel locations
in order to improve the sales. The paper suggests the pos-
sibility of improvement in sales and design a personalized
supermarket layout by applying the FP growth algorithm
to the customer travel path data.

The remainder of the paper is organized as follows: sec-
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tion II provides discussions on shopping analysis of past
literature, the proposed methodology is presented in sec-
tion III , section IV bring out the result and generates a dis-
cussion on the findings and lastly, section V concludes the
paper with conclusion and future work.

II LITERATURE REVIEW

Innovating marketing strategies are needed in order to cre-
ate a long lasting and profitable relationship with customers
in today’s business world. The most salient issue in design-
ing a marketing strategy is that the variation of customer
needs from one to another is significantly different. As a
result, customer segmentation based on their features and
behaviours play a key role in business viability.

A Customer Segmentation

Customer segmentation has led to a deeper understanding
of the customer’s buying pattern [3]. It costs five times
more to acquire a new customer than it does to keep an
existing one, and ten times more to re-engage a dissatisfied
customer [14]. As many companies focus more on im-
proving their marketing strategies to enhance their market
share, they primarily focus on customer segmentation.
Dividing the customers into clusters based on their beha-
viour parameters can lead to a significant growth in their
revenue [3]. Segmentation is a key area for retailers as it
allows them to identify profitable groups and to organize
marketing campaigns accordingly [8].

Considering the data of 250 bank customers, research
found five different clusters, which are different based on
factors such as loan amount, degree of loyalty, account
balance, default risk, and profitability for the bank [3].
Findings suggest that customer clustering can help the fin-
ancial sector because it augments their competitiveness to
improve their marketing methods to target segment-based
marketing approaches.

The RFM model has been widely used by researchers for
customer segmentation. RFM analyses the behaviour of the
customer based on Recency (R) – how recently a customer
has made a purchase, Frequency (F) – How frequently a
customer buys and Monetary (M) – How much money a
customer spends on purchases [5] [7] [10].

A case study defines RFM as a three-dimensional way
that is used for classifying or ranking customers, which is
based on the 80/20 principle that 20% of customers bring
80% of the revenue of a company [1]. They used RFM
to study the scoring of the active e-banking users. In this
study, it used clustering as a technique for data mining and
organized the findings into cluster groups based on the pyr-
amid model. They used a two- step clustering method to

identify the most important customers. The pyramid model
has been useful for different businesses because it improves
issues such as decision making, future revenue forecast,
simulation of inactive customers, and prediction of alter-
ation of the customer position in the pyramid [1].

B Shopping path Analysis

Retailers foremost concern is the shopping layout as it
defines the way of customers expose to the products.
According to a study, retailers try to expose many products
through layout as it enables higher exposer rate, sales and
return on investment [12]. Customers want store to create
the layout in a way that minimizes this unwanted steps and
motion in the shopping process [4]. Common layout design
is based on the product category approach where products
that share the same functional characteristics or origins are
placed nearby. But according to this approach, it failed
to respond the needs of the time pressured consumers of
the shop. To satisfy the consumer, store sections need to
be redesigned based on the consumer desire. Consumer’s
desire can be identified by analysing their demographic
and transactional data. These data only provide the basic
information such as quantity and purchase amount and
how often they visited and etc. However, to understand
consumers’ behaviour completely, it needs more data and
data mining techniques.

Based on the regional analysis on customer purchase
history or recommending products through customer
segmentation will not provide sufficient information to un-
derstand the customer shopping behaviour in the physical
store [11]. To overcome these problems, they used longest
common subsequence (LCS) which provide the capability
of identifying hotspots where most of the customers visited
and dead spots with few visits.

As a result of technological advancements in recent
years; RFID, Bluetooth beacons, video cameras and
Wi-Fi location tracking have been used for analysis of the
customer behaviours inside the super markets. A research
was done by Sorensen Associates based on a dataset that
collected by tracking the travel paths of customers inside
the actual supermarket in western United States [13]. For
path tracking they used grocery carts which attached a
RFID tag to the bottom. They categorized the path travel by
each shopper using clustering algorithm and identifying 14
different canonical paths of it. Through the research they
have identified that area at the entrance, end cap of aisles
and checkout areas get more attention of the customer.
Identification of the pattern in customer behaviour inside
the supermarket will result to classify the frequent paths
or locations travelled. Pattern discovery from a sequence
of data is one of the main tasks in data mining research
area. Extract hidden information from large database and

24



then generate association between the items in it defined
as association rule mining [2]. Market basket analysis
is the common implementation in this method. Through
this method it produces association rules which measures
the dependency of each item in a dataset [9]. Association
rule contain with mainly two parts: an antecedent(if) and
a consequent (then). In order to identify the strength of
an association rule mainly two measures ‘Support’ and
‘Confidence’ are used. Association rules were used to
extract the knowledge from a transactional dataset which
a shopping layout based on the association among the
product categories is suggested [4]. They used Apriori
algorithm with dimensionally reduction for identification
of the association rules of transactional dataset. They
allowed retailers to cluster the products based on the
consumers buying habit and to create a strong appeal for
the consumers’ needs. As an example, rather than placing
the coffee in the beverage section, ham in the meat section
they suggested to place these products in breakfast food
section which allocated for foods related to breakfast. In
this paper the authors proposed a method of clustering the
different product categories into same section based on the
products that customers bought together.

The Frequent Pattern Growth algorithm is another
algorithm that is used for frequent pattern mining [6].
By applying the FP growth algorithm in a step-by-step
process, it removes unnecessary data and improves the
performance of the overall process [2]. The generation
of rules in FP Growth must be accompanied by a valida-
tion process to ensure that they are applicable and authentic.

By combining the advantages of FP growth with Apriori,
an algorithm called Search Space Reduction (SSR) was in-
troduced [15]. In SSR, it first scans the transactions once to
count the support and identify frequently occurring items
that are higher than the minimum support threshold. Then
it generates an FP Tree using the identified frequent item
sets. As a result, there is only one item-prefix tree in the
memory at a time. In SSR, it uses the function Item-prefix-
tree-construction for constructing item-prefix trees and it
uses the function Frequent-pattern-generation for candidate
generation and frequent pattern generation.

III METHODOLOGY

Figure 1. Work flow of the proposed approach

This paper proposed a solution to the above identified prob-
lem in the introduction section through RFM analysis and a
frequent pattern growth algorithm. The proposed method-
ology includes three major phases: Data preparation, Mod-
eling and Result and Discussion. Figure 1 shows a general
model of how the data is acquired and data analysis is con-
ducted in order to construct the proposed solution.

A Data Preparation

This study incorporates data regarding the customers’ trans-
actions and synthetically generated travel path data related
to a dataset of Instacart from the Kaggle website. The data-
set contained around 1 million grocery orders, which were
placed by around 3500 users. It includes details based on
the customers’ transactions, products with assigned depart-
ments, aisles of products, and the shopping path of custom-
ers. The initial layout of the shopping mall is synthetically
designed, and the layout is divided into sub partials with
an assigned location code. Even though the original dataset
contained around 3 million records, because of the hard-
ware limitation, for the analysis, around 3000 users with
their transitions were selected.

Figure. 2: Layout of the shopping mall
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Figure 2 illustrate the layout of the shopping mall with each
area assigned with a particular code. This code was used to
track the path of the user in traveling inside the mall.

B Modelling

Clustering is the process of grouping objects based on
their similarity. RFM analysis is used for customer seg-
mentation. Segmentation is done based on the total orders
per customer, average days between orders per customer,
and average size of the orders per customer (number of
products in an order) aligned with recency (R), frequency
(F), and monitory value(M) respectively.

Based on these three measures, the selected dataset is
clustered using the K-means clustering algorithm. Identific-
ation of the best number of clusters or k value in the k-mean
algorithm is important as it leads to minimizing the effect of
outliers and the best number of clusters (k) are being eval-
uated based on distortion score and silhouette score. The
dataset was inserted into the k-mean algorithm and model
performance was calculated using silhouette score first.

Figure 3: Silhouette score graph

The silhouette score measures how close the point lies to its
nearest neighbour points across the clusters by considering
the variables such as variance, high-low difference, and
skewness. The resultant silhouette score for the number
of clusters two to nine was visualized in Figure 3. The
Silhouette score reached its’ global maximum at k = 4,
where it contains an ideal peak value. The best k value for
the cluster is four based on the definition of the silhouette
score, but for further clarification, the distortion score is
also considered.

The distortion score was used in order to clarify the best
number of clusters of customers which were identified un-
der the silhouette score. In this method, the K-elbow visual-

izer is implemented based on the ‘elbow’ method in k-mean
clustering. In this scoring method, the user must first spe-
cify in advance the range of clusters, and then the elbow
method computes the average score for each cluster. Ac-
cording to the scores plotted in Figure 4, elbow point k = 4
was identified as the best k value.

Figure 4: Distortion score graph

K-mean clustering was then concluded with an optimum
cluster size of k = 4 for customer segmentation for further
analysis.

Figure 5 illustrates the snake plot graph to visualize the
average value of the main three features, which are identi-
fied in R, F, and M for each cluster. Compared with other
graphical data analysis representation techniques, Snake
plot graph perform well for customer perception analysis.
The labels ’Orders,’ ”Lag,” and ”Products” used in Figure
5’s X-axis represent the size of the order, the number of
days between each order, and the number of products in
each order, respectively, and correspond to the recency, fre-
quency, and monitory of RFM analysis.

Figure 5: Snake Plot Graph for 4 clusters

Each line represents behavior of each cluster with
appropriate scale endpoints for above criteria. Following
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points discuss each cluster behavior separately.

Cluster 1: Customers who place lowest order rate but not
visit the shop often and once visit placed average number
of products in an order.

Cluster 2: Customers who place more orders and visit
the shop often with each order it contain average number
of products.

Cluster 3: Customers who place order most but not fre-
quent with least number of products in the orders when
comparing to the other clusters.

1 Frequent path for a particular customer:

By applying the FP growth algorithm to the data of a
particular By applying the FP growth algorithm to the data
of a particular customer’s travelled path inside the mall,
his/her frequent path was generated. Figure 6 visualized a
heatmap based on the travel frequency for each location by
considering the travel path data of customer ‘516’.

In the heatmap in Figure 6, the variation of the col-
our areas defined the travel frequency for each location by
the customer. Dark-coloured areas defined high travel fre-
quency, while light-coloured areas visualized less travel fre-
quency. By applying the FP growth algorithm to the path
data of a customer, frequent itemset are identified for the
customer, as illustrated in Figure 7 for customer ‘516’.

Figure. 6: Heatmap for traveled path of the customer ‘516’

Figure 7: Frequent itemset of customer ‘516’

Figure 8: Discount recommendation

2 Frequent path for selected group of customers:

Based on the clusters that were identified previously,
cluster two was identified as the most effective customer
for the revenue of the shop. A sample of 100 customers
were selected to apply the FP growth algorithm. By
applying the FP growth algorithm to a group of selected
customers, their frequent locations were identified.

Frequent Path for 100 customers in cluster 02: K2, E3,
V2, A1, N2, D3, C2, E2, G3, Y2, D1, G1, F3, B1, D2, F2,
H1, M2

3 Recommendation of the discount:

Discount value for products based on the travel path of user
was calculated using following eq(1)[16] and eq(2).
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Figure 8 illustrate the three scenarios which are considered
in discount recommendation.

‘Customer purchase quantity’ and ‘Average purchase
for product’ is considers as main criteria in discount
recommendation.

‘Customer purchase quantity’: Purchase quantity for
particular product by a customer

‘Average purchase for product’: Average purchase quant-
ity for a product

4 Layout Recommendation:

RFM analysis has resulted in four clusters, and among
them, RFM analysis has resulted in four clusters, and
among them, cluster two was identified as the most
important segment for the shop because it includes the high
order placement rate, the minimum days between order
placement, and each order containing an average size. As
this cluster represents the regular visitors of this shop, it
was considered for the layout recommendation. In the
frequent path, it only includes most of the traveling areas,
but not all traveling areas of the customer. If the frequent
travel areas include the most travelled areas, customers
may tend to buy new products as they travel through the
shop. This may result in improved sales and the expansion
of the customer’s travel areas.

For the layout updating process, a sample of 100 cus-
tomers from cluster two was selected as it implies the be-
haviour of all the customers in the cluster and to overcome
the technical limitations that will be faced when executing
the full dataset at once. By applying FP growth to these
customers, the most travelled areas within them were iden-
tified. Through this result, the items that are in the most
frequent traveling path, infrequent locations, and items that
are bought by other customers from frequent locations are
identified. Aisles related to infrequent locations can be re-
located to the frequent path of the customers. This has al-
lowed to identify the items that are in the relocated aisles
and bought by the customers in parallel. By considering
the above item lists, it is clear that there are new items in the

frequent path that are already bought by customers. When
items are in the frequent path of customers, they will tend
to buy more products than before. This scenario concludes
that relocating aisles will result in increase of sales and en-
hanced shopping experience for customers.

IV RESULT AND DISCUSSION

A Improve sales based on discount schema

Using the FP growth algorithm, it is possible to select the
frequent path of a particular customer. This path represents
the location codes through which the customer travelled
the most in the store during the purchase(s).

In this frequent path, there are locations that are vis-
ited by the customer, but items may not be bought from
some locations. This research, has introduced a discount
schema for items in order to solve this issue. The intro-
duction of discount schemas, may encourage customers to
buy products that they have never bought or bought less fre-
quently.

Figure. 9: Frequent Items of customer ‘626’

When comparing the frequent item list of the customer
‘626’ as depicted in Figure 9 to the customer ’516’ in Fig-
ure 7, the ‘Organic Avocado’ item is not a frequent item of
customer ‘516’. By introducing a discount for non-frequent
items, customers may be more inclined to buy them on their
next shopping trip. This led to an increase in product sales
and an increase in the revenue of the shop.

B Effectiveness of current layout over previous layout

Based on the Figure 2 location codes, Figure 10 illustrates
the overall behaviour of the clusters based on the travel fre-
quency of each location inside the supermarket. According
to the above Figure 10, each customer group’s travel fre-
quency for some of the aisle locations, such as ‘W1’, ’U1’,
and ’O2’, were lower compared to others.
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Figure. 10: Behavior analysis of cluster

Locations such as ‘A1’, ‘G1’ and ‘Y1’ contain high travel
frequency. Figure 10 concludes that each cluster group
has similar behaviour compared to each other for travel
frequency inside the shopping mall. Because of that, only a
subset of customers from a cluster is considered for layout
generation. Based on the previous findings, cluster two
was identified as the customer set which is most affected
by the layout because of that, hundreds of customers from
cluster two were selected for further analysis in the layout
for suggesting a process.

Frequent Path for 100 customers in cluster 02: K2, E3,
V2, A1, N2, D3, C2, E2, G3, Y2, D1, G1, F3, B1, D2, F2,
H1, M2

Figure 11: Previous Layout

Figure 11 represents the most travelled areas of the
hundred customers who selected previously. Frequent visit
areas are represented by the red colour, and white-coloured
areas represent less frequent travel areas of customers.
According to Figure 11, most of the customers have
travelled to the aisles that are placed in the corners of the
shop but not to the aisles in the middle of the shop.

According to the location path codes in Figure 2, Figure
12 illustrates the sales of the products by considering 30
path codes. According to Figure 12, a significant number of
products which are purchased by customers are located in
the frequent path but some of the frequented path locations

do not contain a considerable number of purchases. One
reason for this could be that even though customers have
to travel to some locations, they may not be interested in
the items placed there, such as products near the cashier
counter, entrance or alcohol area.

Figure 12: Total products purchased per Path

Relocating the non-frequent sale items to a frequent travel
path will result in an increase in sales. Figure 13 illustrates
the current layout of the shop, where some of the aisle loca-
tions were changed in order to increase sales. Even though
some products are bought by the customers, they are not
located in their frequent path. However, according to the
current layout, they are placed in frequent paths, which may
assist customers to easily locating the products and thereby
leads to an increase in sales. The layout update mostly af-
fects the customers who visit more often but introducing a
discount schema will improve the sales of irregular custom-
ers, and their visits.

Figure 13: Current Layout

V CONCLUSION AND FUTURE WORK

This project proposed a new discount schema and a new su-
permarket layout by applying the FP growth algorithm and
RFM analysis to travelled path data of customers inside the
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supermarket. Results are computed based on the supermar-
ket transaction data, which indicates the actual behaviour
of the customer. An FP growth algorithm was applied to
identify the frequent paths of each customer, from which
the frequent and non-frequent areas of customer travel
were identified. Consequently, the most frequent items and
non-frequent items of the customer were identified. As the
suggested discountschemas are based on the customers’
travel patterns and are personalized for each customer, they
will have a positive impact on the revenue of the retailers.
Relocating non-frequent items to the frequent path with
discounts will possibly impact the revenue of the shop
positively by directing customers to buy more products.

A new shopping layout was introduced by relocating
the aisles from non-frequented areas to frequented travel
areas, which will allow the customers to easily find their
products and also will increase sales simultaneously. Thus,
providing a personalized discount based on a customer’s
travel path improves the sales more than a static discount
schema for each and every customer. Our research has
finally concluded that recommending discount schemas
and shopping layouts based on the travel paths of customers
increases sales and improves customer satisfaction at the
shop.

Deployment of the research will be a future task. For fu-
ture research, implementing an advanced pattern mining al-
gorithm in parallel to the FP growth algorithm will improve
the performance of result generation. For accurate result
generation in path tracking, indoor location tracking tech-
niques can be used. As the suggested discount schemas are
for the product categories, they can be further personalized
item-wise for a customer and used as an effective discount
schema for discount calculation.
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